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Fig. 1. Previous image cropping techniques are bound by the image border, thus may fail to produce a desirable result if a good composition does not exist
within the image frame. We propose a new cropping operation called Outward cropping, which simultaneously expands the input image and creates a good
composition from the modified FOV. We jointly consider the composition aesthetics and the quality of image extrapolation to achieve high-quality output.

Image cropping is a commonly used post-processing operation for adjusting
the scene composition of an input photography, therefore improving its
aesthetics. Existing automatic image cropping methods are all bounded by
the image border, thus have very limited freedom for aesthetics improvement
if the original scene composition is far from ideal, e.g. the main object is too
close to the image border.
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In this paper, we propose a novel, aesthetic-guided outward image cropping
method. It can go beyond the image border to create a desirable composition
that is unachievable using previous cropping methods. Our method first
evaluates the input image to determine how much the content of the image
should be extrapolated by a field of view (FOV) evaluation model. We then
synthesize the image content in the extrapolated region, and seek an optimal
aesthetic crop within the expanded FOV, by jointly considering the aesthetics
of the cropped view, and the local image quality of the extrapolated image
content. Experimental results show that our method can generate more
visually pleasing image composition in cases that are difficult for previous
image cropping tools due to the border constraint, and can also automatically
degrade to an inward method when high quality image extrapolation is
infeasible.
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1 INTRODUCTION
View composition is one of the most important factors affecting
image aesthetics. There are long-standing golden rules in photog-
raphy for creating good compositions, such as the Rule of thirds,
diagonal dominance, visual balance, avoiding distracting objects,
etc. Given that capturing an image with perfect composition is hard
even for professionals, image cropping becomes an essential step
for improving image composition in the post-processing pipeline. It
works by defining a rectangular region inside the input image as the
final output and excludes the content outside the selected region. If
done properly, this seemly simple interaction often yields dramatic
improvement on image aesthetics, as it removes unwanted objects
and re-positions the main subject according to composition rules.

Although manual image cropping tools are vastly available, exten-
sive research has been conducted to develop automatic approaches
for more intelligent image editing pipelines. Earlier methods rely
on handcrafted features for evaluating composition [Barnes et al.
2009; Liu et al. 2010; Yan et al. 2013; Zhang et al. 2013], and more
recently, deep learning becomes the de facto choice for developing
more powerful learning-based cropping methods [Liang et al. 2017;
Wei et al. 2018; Zeng et al. 2019]. In all these works, it is assumed
that a good composition can be found within the original image
frame, thus cropping is merely an inward process: the resulting
image is always a sub-region in the original input. In practice, there
are often cases where a good composition cannot be obtained by
inward cropping, such as the examples shown in Fig. 1. In such
examples, the main object either is too close to the image border or
occupies a large portion of the image frame; thus the freedom of
cropping becomes limited in order to keep the main object intact.

We argue that when adjusting an image composition, the cropping
window should not be limited inside the field of view (FOV) of
the given image, and a better composition can be created if we
go beyond the border of the image when cropping. We call this
operation outward cropping, and in this paper, we propose a novel
approach to do it. In contrast to traditional cropping, which shrinks
the image in all four directions, the outward cropping may shrink
along with some directions with expanding along others to achieve
a more favourable composition.

Several technical challenges need to be addressed in this outward
cropping approach. First, the method should determine, based on
the composition aesthetics of the input image, whether the FOV
of the image needs to be expanded to find a good composition,
or it can be found within the image. In the latter case, traditional
inward cropping is sufficient to create a good composition. Second,
if the FOV of the image needs to be expanded, the extrapolated
part of the image should be visually realistic and semantically
consistent with the origin image. Finally, when searching for a good
composition outside the image, both the composition aesthetics and
the quality of the extrapolated region need to be jointly considered.
Image extrapolation is an ill-defined problem, and it cannot always
produce high-quality results. When it is done well on an input
image, the algorithm should pay more attention to composition
aesthetics to take advantage of the expanded FOV. Otherwise, the
algorithm should behave more conservatively to avoid introducing

noticeable visual artifacts into the output. Therefore, how to balance
composition aesthetics and extrapolation quality is a crucial issue.

To address the above challenges, we propose an aesthetic-guided
outward cropping framework based on a holistic scene represen-
tation. Our framework consists of three main stages, as shown in
Fig. 2. The first stage is to evaluate whether the FOV of the input
image needs to be expanded, and furthermore, determine how much
the image needs to be extrapolated using an FOV evaluation module.
We then fill the extrapolated region with an image extrapolation
neural network. Finally, considering both the composition aesthetics
and quality of the extrapolated region, we employ a generative
adversarial approach to look for an optimal crop that achieves a
good trade-off between composition and extrapolation quality.

In summary, the main contributions of our work include:
• A content-aware image outward cropping method to expand
the capabilities of traditional image cropping. To the best of
our knowledge, it is the first image cropping method that
allows the cropping window to extend outside the image
border to find a visually aesthetic view.

• A generative adversarial approach to balance the composition
aesthetics and the image quality of the extrapolated region.

• An extensive evaluation of the proposed method against
existing image cropping methods and alternative baselines,
both quantitatively and qualitatively, which demonstrates the
effectiveness and characteristics of the proposed method.

2 RELATED WORK

2.1 Image extrapolation.
Extrapolating image content beyond image borders has gained con-
siderable attention in image synthesis and computational photogra-
phy. It predicts the content of an unknown region while maintaining
semantic and structural coherency with the known region. Previous
solutions can be divided into two subcategories: diffusion-based,
patch-based methods [Zheng et al. 2019] and GAN-based methods.
The former propagates pixel colors based on the isophote direction
field [Ballester et al. 2001; Bertalmio et al. 2000] or global image
statistics [Levin et al. 2003]. This approach often fails with highly-
textured image regions. Patch-based methods synthesize missing
regions by finding suitable patches from the input images [Barnes
et al. 2009] or a pre-constructed dataset [Danon et al. 2019; Hays
and Efros 2007]. They work well with repetitive textures but may
fail when compatible patches are not available. By encoding the
image region as a representative patch, Hu et al. [2013] introduce
PatchNet to represent an image with a graph, where the geometric
relationship between two regions as an edge.Wang et al. [2014; 2018]
further propose data-driven image extrapolation, where graph nodes
indicate region classification labels, and undirected graph edges
represent spatial relationships. This problem was solved for the first
time using the graph-based representation and corresponding sub-
graphmatching algorithm, preserving the correct semantic structure
of extrapolated results. Recently, GAN-based methods [Guo et al.
2020; Wang et al. 2019a; Yang et al. 2019] formulate the image extrap-
olation as an image-to-image translation task. Iizuka et al. [2017]
present an adversarial training approach to ensure the generated im-
ages are both locally and globally consistent by two discriminators.
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Fig. 2. Overview of the proposed outward cropping method. There are two main steps: Field of view Adjustment (left) and View Composition Selection (right).
We first evaluate the FOV of the input image and determine how much the image needs to be extrapolated by a FOV evaluation module, then fill the unknown
region using an image extrapolation module. To balance the generated image quality and composition aesthetics, we first adjust the positions of a pre-defined
set of candidate boxes by maximizing the image quality inside each box and select the box with the highest aesthetic score as the final cropped region in the
inference stage.

Teterwak et al. [2019] introduces semantic conditioning to module
the behaviour of the discriminator. Zhao et al. [2021] propose co-
modulated GANs, which bridges the gap between the modulated
unconditional and image conditional generative models. It achieves
excellent performance when filling large missing regions. In our
approach, we use a similar network to fill the unknown region in
the modified FOV.

2.2 Aesthetic image composition.
With the growing interest in improving the visual quality of digital
photos, many image aesthetic enhancement techniques [Avidan and
Shamir 2007; Gharbi et al. 2017; Hu et al. 2018] have been proposed.
One of the essential factors in aesthetic image improvement is image
composition. Previous image composition methods can be roughly
categorized into cropping, warping, patch rearrangement operators,
or a combination of the above ones. Warping [Liu et al. 2010] has
been introduced to recompose images by relocating the salient
objects. A triangular or quad mesh is constructed to represent the
input image, and it is mapped to a target mesh with given aesthetic
constraints like the rule of thirds (RT), visual balance (VB), and
diagonal dominance (DD). Patch rearrangement [Barnes et al. 2009;
Chang et al. 2014; Guo et al. 2012] methods divide the input image
into non-overlapping or overlapping patches [Cho et al. 2009, 2008],
and rearranges them to produce visually convincing results. The
cut-and-paste methods [Bhattacharya et al. 2011; Zhang et al. 2013]
explicitly extract the foreground objects and paste them onto the
ideal placement according to aesthetic composition rules. However,
foreground extraction is erroneous when the image contains com-
plex background, leading to visual artifacts in the final composition.
CompZoom [Badki et al. 2017] allows users to modify the image
composition by manually changing the focal length and the camera
position under a multi-perspective camera model. It requires a stack
of images as input, while our method works with a single image.

2.3 Image cropping.
Automatic image cropping methods [Chen et al. 2016, 2017a; Es-
maeili et al. 2017; Fang et al. 2014; Santella et al. 2006; Stentiford 2007;
Suh et al. 2003; Zhang et al. 2012] seek for a rectangular cropping

window to eliminate unwanted image objects, and at the same
time properly positioning the main object to improve the aesthetics
of the remaining region. Early image cropping methods [Santella
et al. 2006; Stentiford 2007; Suh et al. 2003] are mostly based on
attention mechanisms. They rely on saliency detection [Borji et al.
2019; Fan et al. 2020] to localize the main objects or the most
informative region. However, tight cropping of the main objects may
not guarantee visually pleasing results. Aesthetics-based cropping
methods [Abeln et al. 2016; Chen et al. 2017b; Cornia et al. 2018;
Tu et al. 2020; Wang and Shen 2017] utilize the image aesthetic
characteristics or composition rules to improve the overall image
quality. These methods use hand-crafted features to evaluate the
quality of the candidate crops or adopt ranking models to rank them.
Thanks to the rapid development of deep learning techniques

and newly developed datasets [Wei et al. 2018; Zeng et al. 2019],
data-driven methods [Chen et al. 2017b; Cornia et al. 2018; Lu et al.
2019; Tu et al. 2020; Wang and Shen 2017; Zeng et al. 2019] have
received increasing attention. Zeng et al. [2019] introduce a grid
anchor-based formulation, making image cropping more efficient by
reducing the searching space of candidate crops and defining more
reliable evaluation metrics. Lu et al. [2019] formulate the image
cropping as a listwise ranking problem and propose a refined view
sampling to avoid the deformation in view generation. A meta-
learning based cropping framework [Li et al. 2020a] is proposed
to generate results with different aspect ratio requirements. The
mutual relation between different candidate crops has been explored
in [Li et al. 2020b] to find optimal compositions.
As mentioned earlier, although existing inward image cropping

methods have achieved promising performance, they are limited
by the image border and cannot produce satisfactory results when
the main objects are too large or too close to the image border. In
contrast, our method allows the candidate box to extend outside the
image border, providing a higher degree of freedom for searching
for better compositions.
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3 METHOD

3.1 Overview
The pipeline of our aesthetic-guided outward cropping framework
is shown in Fig. 2, which consists of two steps, i.e., the field of view
adjustment and the view composition selection. There are three
main components: (1) field of view evaluation (Fig.3); (2) image
extrapolation (Fig. 4); and (3) learning the cropping model. (1) and
(2) are in the first step while (3) is in the second step.

Given an input image, our method first employs an FOV evalua-
tion module to determine whether the FOV needs to be expanded
from the perspective of image aesthetics. If it does, the evaluation
module also determines how much the extrapolation should be. In
this stage, we only focus on the perspective of image composition
and ignores the impact of subsequent image extrapolation quality.
Our method seeks for the minimum amount of content expansion of
the input image for improving composition. This is under the con-
sideration that as the amount of content extrapolation increases, it
becomes more challenging to ensure high-quality image expansion.
Next, our method fills the expanded region by an image ex-

trapolation module, and pass it to the final cropping module to
produce a good cropping. However, image extrapolation is an ill-
posed problem, and visual artifacts could be introduced in this
process in difficult cases. If strong artifacts appear, the overall image
quality would significantly degrade even if the composition itself
is satisfactory. We thus design our cropping module in such a way
that it balances the visual quality of extrapolated region and the
overall composition aesthetics.

3.2 Field of View Evaluation
Although many successful image aesthetics assessment methods
have been proposed, they cannot be directly applied to solve the
unique problems that we encounter in this new task: (1) whether a
good composition can be found within the given image, or extrap-
olation is needed; and (2) in the latter case, how much the image
should be expanded for finding a good composition within.

Though general composition rules exist, e.g., Rule of thirds [Grill
and Scanlon 1990], we argue that the composition assessment is
highly correlated with the image content, i.e., the main factors
affecting the composition quality differ in scenes. For example,
for portrait images, most of the attention should be paid to the
foreground person. For landscape images, on the other hand, the
composition focus should mainly be on the interactions among
different elements in the image. Directly applying the same existing
rules to each imagemay lead to sub-optimal results.We thus propose
to use neural networks to learn composition rules that are adaptive
to the image content and use the learned model for FOV evaluation.

Specifically, we regard the FOV evaluation as amulti-classification
task where the model predicts one of the pre-defined expansion
ratios as the output label for a given image. Though converting
FOV evaluation into a regression task is a straightforward solution,
it brings great difficulties to the training of the model. Because
it is subjective to accurately determine how much the image’s
content needs to be extrapolated to find a good composition, and
the annotations are generally not available. Besides, to simplify the

Fig. 3. Overview of our FOV evaluation pipeline. Given an image, we first
extract semantic features from ResNet-50, and then import them to the
hyper-network to generate weights for the evaluation network, which finally
estimates how much the image content needs to be extrapolated.

problem, in this step we assume the four borders of the image are
extrapolated with the same ratio.

As mentioned above that the composition rules should depend on
the image content; we learn a hyper network to explicitly capture
the rules by generating weights for an FOV evaluation network
with the image content. As shown in Fig. 3, we first extract image
semantics using a pre-trained backbone network, then utilize the
hyper network to dynamically generate weights for the evaluation
network that maps image semantics to one of the pre-defined ra-
tios. Intuitively, the generated weights can be interpreted as the
learned composition rules relative to the image content. Finally, the
evaluation network predicts whether the current FOV needs to be
expanded and determines how much the expansion should be.

3.2.1 Network Architecture. We employ a hyper network [Klocek
et al. 2019] architecture following [Su et al. 2020], which consists of
three 1 × 1 convolution layers and four weight generating branches.
The branches generate weights and biases for the fully connected
(FC) layers of the evaluation network composed of four FC layers.
As shown in Fig. 3, given extracted features, FC weights are gen-
erated by a convolution and reshape operation, and FC biases are
generated through a pooling and FC operation. We choose a pre-
trained ResNet-50 [He et al. 2016] as the backbone network to extract
semantic features. Motivated by the MNA-CNN-Scene [Mai et al.
2016] and spatial pyramid pooling (SPP) [He et al. 2015], we utilize
multiple SPP modules (MSPP) to learn the multi-scale localization
information for image compositions.

3.2.2 Loss Function. We pre-define five expansion ratios for the
multi-classification task, i.e., 0%, 12.5%, 25%, 37.5%, and 50%. Each
one is treated as a categorical label. 0% indicates that no adjustment
of FOV is needed. The FOV evaluation module is trained with the
categorical cross-entropy loss.

3.2.3 Training. To create training data for the FOV evaluation mod-
ule, we employ the existing image cropping dataset GAICD [Zeng
et al. 2019] to generate sample images and their ground truth labels.
The candidate box with the highest mean opinion score (MOS) of
an image is selected as the target view. We first resize the image to
256×256 and randomly center-crop the result to a smaller size of
𝛼 ×𝛼 , where 𝛼 ∈ [128, 256). We then calculate the maximal distance
of the four boundaries between the center-cropped image and the

ACM Trans. Graph., Vol. 40, No. 6, Article 211. Publication date: December 2021.



Aesthetic-guided Outward Image Cropping • 211:5

target view and divide the maximum value by 16 to get the FOV
evaluation label. The FOV evaluation module is trained using Adam
with a learning rate of 1 × 104 and a batch size of 48 for 500 epochs.

3.3 Extrapolated Region Synthesis
Image extrapolation is a notably difficult task. With the recent
progress of Generative Adversarial Networks (GANs) [Goodfellow
et al. 2014], recent approaches treat image extrapolation as an image-
to-image translation (I2I) task and have achieved good results. In
our approach, we design a GAN-based image extrapolation method.
Inspired by the success of the StyleGAN2 [Karras et al. 2020]

in high-resolution image generation, we utilize StyleGAN2 as our
base generator. We formulate image extrapolation as embedding the
image and mask to the latent space of StyleGAN2 and retrieving the
latent code to synthesize a whole image. As shown in Fig. 4, we learn
a conditional encoder to map the input image and its mask to a series
of style vectors which are fed into StyleGAN2 for extrapolation.

3.3.1 Network Architecture. We mainly employ the same architec-
ture with co-modulated GANs [Zhao et al. 2021], including the
StyleGAN2 generator and the conditional encoder. Specifically, a
local context discriminator ensures semantic consistency between
the extrapolated region and the known region. Please refer to our
supplemental material for the detailed architecture.

3.3.2 Loss Function. Like [Iizuka et al. 2017], we introduce a local
adversarial loss to ensure the local consistency of the extrapolated
regions and a perceptual loss to improve the perceptual quality of
the results. Given a ground-truth high-resolution image 𝑥 and a
binary mask𝑀 with 0s for known pixels and 1s for unknown ones,
we first generate a masked image 𝑥𝑧 :

𝑥𝑧 = 𝑥 ⊙ (1 −𝑀), (1)

where ⊙ is an element-wise multiplication operator. To ensure that
the extrapolation regions are realistic, we utilize a global discrimi-
nator 𝐷𝑔 and a local discriminator 𝐷𝑙 . The adversarial losses are:

𝐿
𝑔

𝑎𝑑𝑣
(𝐺, 𝐸, 𝐷𝑔) = 𝐸𝑥∼P𝑥 [log(𝐷𝑔 (𝑥))] +𝐸𝑥∼P�̂� [log(1−𝐷𝑔 (𝑥))], (2)

𝐿𝑙
𝑎𝑑𝑣

(𝐺, 𝐸, 𝐷𝑙 ) = 𝐸𝑒∼P𝑒 [log(𝐷𝑙 (𝑒))] + 𝐸𝑒∼P𝑒 [log(1 − 𝐷𝑙 (𝑒))], (3)
where 𝑥 = 𝐺 (𝐸 (𝑥𝑧)) is the output returned by the encoder 𝐸 (·) and
generator 𝐺 (·), 𝑒 = 𝑥⊙𝑀 and 𝑒 = 𝑥⊙𝑀 . Then, the entire loss for
global and local discriminators is:

𝐿𝑎𝑑𝑣 = (𝐿𝑔
𝑎𝑑𝑣

+ 𝐿𝑙
𝑎𝑑𝑣

)/2. (4)

For the pixel-wise reconstruction loss, we employ 𝐿1 to minimize
reconstructed difference between 𝑥 and 𝑥 by:

𝐿𝑟𝑒𝑐 = ∥𝑥 − 𝑥 ∥1 . (5)

The perceptual loss is defined as:
𝐿𝑝𝑒𝑟 = ∥𝜙𝑙 (𝑥) − 𝜙𝑙 (𝑥) ∥2 , (6)

where 𝜙𝑙 (·) denotes the feature activation function at the 𝑙-th layer
of the VGG-19 networks 𝜙 (·). In our work, we fix 𝑙 = 4 for calculat-
ing the perceptual loss.
The total loss of our image extrapolation module is:

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝜆𝑎𝑑𝑣𝐿𝑎𝑑𝑣 + 𝜆𝑟𝑒𝑐𝐿𝑟𝑒𝑐 + 𝜆𝑝𝑒𝑟𝐿𝑝𝑒𝑟 , (7)

where 𝜆𝑎𝑑𝑣 , 𝜆𝑟𝑒𝑐 , and 𝜆𝑝𝑒𝑟 are trade-off hyperparameters. We set
𝜆𝑎𝑑𝑣=0.02, 𝜆𝑟𝑒𝑐=10, and 𝜆𝑝𝑒𝑟=1 in our experiments.

3.3.3 Training. The image extrapolation module is trained with
high-resolution images (512×512) of the Place365-Challenge dataset [Zhou
et al. 2017]. Following [Teterwak et al. 2019], we select the top 50
classes of the above dataset as our dataset, which covers most typical
photography scenes. In our dataset, the last ten images of each class
are extracted as the test set, and the remaining images are training
set. The image extrapolation is trained with Adam with a learning
rate of 0.002 and a batch size of 4 for 50k iterations.

3.4 Learning to Crop
Some existing image cropping methods [Liu et al. 2010; Lu et al.
2020] directly predict the position of the target cropping box, while
others [Li et al. 2020b; Wei et al. 2018; Zeng et al. 2019] choose the
box from a pre-defined candidate list. We choose the latter strategy
given its simplicity and robust performance. Note that our task is
significantly different from traditional crop evaluation. Previous
methods score the candidate boxes based on real image content.
Differently, in this work, since the image has been extrapolated
before this step when evaluating the candidate boxes, we need to
consider the composition aesthetics and the local image quality of
the extrapolated content inside each box.

We propose an image cropping method that balances composition
aesthetics and the image quality when selecting a good view to
crop. Our framework consists of two main branches: the view
adjustment module and the mean opinion score (MOS) prediction
module. The former refines the position of each box based on local
image synthesis quality, while the latter further predicts the MOS
of each candidate box based on the composition aesthetics.

3.4.1 View Adjustment. The input of the view adjustment module
is an extrapolated image with pre-defined candidate boxes and the
output of that is the offset of each box. Compared with the MOS
prediction with data annotation, it is more challenging to evaluate
the image quality of the extrapolated content, given the lack of anno-
tations.We therefore employ a weakly supervised method to address
this problem. Formally, given an extrapolated image 𝐼𝑒 with a set
of candidate views 𝑉 = {𝑣1, ..., 𝑣𝑁 }, the modified candidate views
𝑉𝜓 =

{
𝑣
𝜓

1 , ..., 𝑣
𝜓

𝑁

}
can be obtained through the view adjustment

module Ψ. The view adjustment module predicts a set of offsets
𝑇(𝑋,𝑌 ) =

{
𝑡 (𝑥1,𝑦1) , ..., 𝑡 (𝑥𝑁 ,𝑦𝑁 )

}
for candidate views to move to the

neighboring regions with the best image quality. 𝑣𝜓 can be seen as
drawn independently from distribution of extrapolated images P.
Equally, corresponding ground-truth images 𝐺 = {𝑔1, ..., 𝑔𝑁 } can
be seen as drawn independently from a distribution of real images
Q. The view adjustment module can be optimized by:

Ψ = argmin
Ψ

𝐷

(
P𝜓 ,Q

)
, (8)

where PΨ represents P is parameterized by Ψ and D represents
the dissimilarity between distributions PΨ and Q. We minimize the
above formula to make the candidate box move to the area with
the best image quality in the neighbouring region. According to
to [Lu et al. 2020], the divergence based approach can be utilized to
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Fig. 4. Overview of image extrapolation architecture. The conditional encoder first embeds a masked image to a latent code in StyleGAN2’s latent domain.
StyleGAN2 then recovers the partial images and generates diverse samples in the extrapolated region. The global discriminator takes the entire image as input,
while the local discriminator takes the extrapolated region as input. Both discriminators are trained to distinguish between the real and generated images.

calculate the distribution dissimilarity. Moreover, minimizing distri-
bution dissimilarity can be converted to minimize the divergence
based on the extrapolated images in the candidate views 𝑣𝜓 and the
corresponding ground-truth images 𝐺 .

Therefore, we utilize the generative adversarial approach to solve
the divergence minimization problem according to [Nowozin et al.
2016]. The view adjustment module acts as a generator to move
the candidate view to a region with good image quality, and the
discriminator determines whether the input images are from the
real data distribution or the generated data distribution.

3.4.2 MOS Prediction. The input of the MOS prediction module is
an extrapolated image with boxes refined by the view adjustment
module and the output of that is the score of each candidate box.
This procedure is similar to [Zeng et al. 2019], where the candidate
boxes are scored based on the composition aesthetics. However, we
further incorporate the image quality evaluation into the cropping
pipeline. That is, instead of directly selecting the optimal result from
the pre-defined candidate boxes, we first modify the position of each
candidate box with good image quality of each candidate’s view,
then seek an optimal composition aesthetic from such modified
candidate boxes. Please refer to our supplemental material for the
ablation study of the order of the view adjustment module and the
MOS prediction module.

3.4.3 Network Architecture. Similar to [Zeng et al. 2019], we utilize
the same network architecture to extract features of different boxes.
The MOS prediction module and view adjustment module share
the same features extraction module. The MOS prediction module
consists of two fully connected layers, and the view adjustment
module consists of three fully connected layers.

3.4.4 Loss Function. We adopt the Huber loss to train the MOS
prediction network for extrapolated images and corresponding real
images. 𝑔𝑖, 𝑗 and 𝑝𝑖, 𝑗 are the ground-truth MOS and predicted score
of the 𝑗-th crop of extrapolated image 𝑖 , respectively. 𝑝𝑟,𝑗 is that of
the corresponding real image 𝑟 . The Huber loss is defined as:

𝐿𝑖 𝑗 =


1
2
(𝑔𝑖, 𝑗 − 𝑝𝑖, 𝑗 )2, if

��𝑔𝑖, 𝑗 − 𝑝𝑖, 𝑗 �� ≤ 1,��𝑔𝑖, 𝑗 − 𝑝𝑖, 𝑗 �� − 1
2
, otherwise.

(9)

Table 1. Ablation study of FOV evaluation on the GAICD dataset.

Method 𝐴𝐶𝐶 𝐴𝑐𝑐1/5 𝐴𝑐𝑐1/10 𝑆𝑅𝐶𝐶

2-class 98.45 41.5 60.0 0.706
5-class 90.21 58.0 73.0 0.803
9-class 85.23 42.5 60.5 0.700
17-class 55.59 42.0 61.0 0.698
33-class 30.48 43.0 62.5 0.705
65-class 13.98 48.0 65.5 0.708

regression - 29.0 48.5 0.601
resnet-50 80.23 54.5 77.5 0.773
w/o SPP 85.05 46.5 63.0 0.693

Our Huber loss is defined as the combination of 𝐿𝑖 𝑗 and 𝐿𝑟 𝑗 :

𝐿ℎ𝑢𝑏 =
1
2
𝐿𝑖 𝑗 +

1
2
𝐿𝑟 𝑗 . (10)

Given an modified candidate view 𝑣
𝜓
𝑒 from an extrapolated image

𝐼𝑒 and a corresponding view 𝑣𝑟 for real image 𝐼𝑟 , we calculate the
adversarial loss as:

𝐿𝑎𝑑𝑣 = 𝐸𝐼𝑟 [log(𝐷 (𝑣𝑟 ))] + 𝐸𝐼𝑒 [log(1 − 𝐷 (𝑣𝜓𝑒 ))], (11)

where 𝐷 is the discriminator and 𝐺 is the generator. The generator
consists of the region feature extraction module and the view ad-
justment module. Totally, the overall loss 𝐿𝑡𝑜𝑡𝑎𝑙 of cropping model
learning is:

𝐿𝑡𝑜𝑡𝑎𝑙 = 𝜆ℎ𝑢𝑏𝐿ℎ𝑢𝑏 + 𝜆𝑎𝑑𝑣𝐿𝑎𝑑𝑣, (12)

where 𝜆ℎ𝑢𝑏and 𝜆𝑎𝑑𝑣 are set to 1 and 0.1, respectively.

3.4.5 Training. The view adjustment module and the MOS pre-
diction module are trained simultaneously on the GAICD dataset.
We take 1,036 images for training and 200 images for testing. We
employ the same pre-defined anchors in the GAICD dataset to search
for the optimal views. The Adam optimizer with 𝛼=0.0001, 𝛽1=0.5,
and 𝛽2=0.9 is employed to train the view composition selection
module for 80 epochs. The MOS prediction module computes the
MOS scores on the pre-defined boxes in the training stage, and it
predicts the MOS scores on the modified boxes during inference. In
our experiment, the maximum displacement of the candidate box
the view adjustment module can adjust is 1/10 of the length and
width of the candidate box.
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Table 2. Comparison with image extrapolation methods on the Place365 dataset.“–” means that result is not available.

Model SRN Boundless SpiralNet Ours
50% 37.5% 25% 12.5% 50% 37.5% 25% 12.5% 50% 37.5% 25% 12.5% 50% 37.5% 25% 12.5%

PSNR↑ 15.35 - - - 15.81 17.46 19.47 22.66 15.83 15.63 17.11 20.63 15.98 18.17 21.16 26.34
SSIM↑ 0.501 - - - 0.495 0.640 0.755 0.894 0.496 0.546 0.700 0.863 0.535 0.656 0.788 0.927
FID↓ 107.4 - - - 104.73 83.76 69.79 64.98 90.59 84.17 70.82 52.24 61.50 47.41 32.12 18.05

Table 3. Ablation study of Image Cropping Module on the GAICD dataset.

Method w/o FOV w/o VA w/o Cropping Ours
50% 62.5% 75% 87.5% 100% 50% 62.5% 75% 87.5% 100% 50% 62.5% 75% 87.5% 100% 50% 62.5% 75% 87.5% 100%

𝐼𝑂𝑈 ↑ 0.724 0.617 0.460 0.342 0.253 0.825 0.802 0.802 0.815 0.810 0.633 0.630 0.635 0.643 0.636 0.720 0.720 0.705 0.724 0.811
𝐵𝐷𝐸 ↓ 0.066 0.110 0.193 0.287 0.413 0.041 0.047 0.047 0.044 0.047 0.102 0.103 0.102 0.100 0.017 0.067 0.067 0.071 0.066 0.046
𝐹𝐼𝐷 ↓ 66.168 68.403 78.054 91.043 102.260 73.472 48.467 28.822 11.574 6.964 86.071 65.293 43.064 25.061 6.530 66.390 41.448 20.216 9.881 6.602
𝑆𝑆𝐼𝑀 ↑ 0.690 0.372 0.347 0.330 0.311 0.638 0.730 0.804 0.902 0.878 0.564 0.647 0.732 0.857 0.870 0.679 0.772 0.833 0.896 0.879
𝑃𝑆𝑁𝑅 ↑ 18.274 15.432 14.336 13.461 12.856 17.395 19.914 23.176 30.672 84.534 16.426 18.323 20.578 25.135 84.321 18.146 20.808 25.238 33.296 84.542

Table 4. Comparison with the state-of-the art methods on the sub-GAICD dataset. “–” means that result is not available. As the input image size decreases,
the degradation of our approach is slower than the existing methods.

Method 𝐵𝐷𝐸 ↓ 𝐼𝑜𝑈 ↑ Method 𝐵𝐷𝐸 ↓ 𝐼𝑜𝑈 ↑ Method 𝐵𝐷𝐸 ↓ 𝐼𝑜𝑈 ↑
A2RL (87.5%) 0.077 0.693 VEN (87.5%) 0.090 0.643 VPN (87.5%) 0.114 0.607
A2RL (75.0%) 0.109 0.606 VEN (75.0%) 0.110 0.558 VPN (75.0%) 0.098 0.449
A2RL (62.5%) 0.150 0.469 VEN (62.5%) 0.151 0.414 VPN (62.5%) 0.086 0.309
A2RL (50.0%) 0.198 0.325 VEN (50.0%) 0.198 0.279 VPN (50.0%) 0.079 0.190

WSIC (87.5%) 0.071 0.733 GAIC (87.5%) 0.076 0.681 Ours (87.5%) 0.066 0.724
WSIC (75.0%) 0.103 0.647 GAIC (75.0%) 0.139 0.533 Ours (75.0%) 0.071 0.705
WSIC (62.5%) 0.148 0.497 GAIC (62.5%) 0.210 0.547 Ours (62.5%) 0.067 0.720
WSIC (50.0%) 0.199 0.336 GAIC (50.0%) 0.281 0.245 Ours (50.0%) 0.067 0.720

Table 5. Comparison with the state-of-the-art methods on the GAICD dataset. “–” means that result is not available.

Method 𝐴𝑐𝑐1/5 ↑ 𝐴𝑐𝑐2/5 ↑ 𝐴𝑐𝑐3/5 ↑ 𝐴𝑐𝑐4/5 ↑ 𝐴𝑐𝑐1/10 ↑ 𝐴𝑐𝑐2/10 ↑ 𝐴𝑐𝑐3/10 ↑ 𝐴𝑐𝑐4/10 ↑ 𝑆𝑅𝐶𝐶 ↑ 𝐵𝐷𝐸 ↓ 𝐼𝑜𝑈 ↑
A2RL 23.0 - - - 38.5 - - - - 0.077 0.693
VPN 40.0 - - - 49.5 - - - - 0.117 0.597
WSIC 27.0 - - - 46.5 - - - - 0.071 0.693
VEN 40.5 36.5 36.7 36.8 54.0 51.0 50.4 48.4 0.621 0.101 0.617
GAIC 53.5 51.5 49.3 46.5 71.5 70.0 67.0 65.5 0.735 0.041 0.823
Ours 60.5 57.0 52.0 49.4 74.5 73.3 72.0 70.9 0.763 0.046 0.811

4 EVALUATION AND RESULTS
We conduct extensive experiments to demonstrate the effectiveness
of the proposed aesthetic-guided outward image cropping frame-
work. First, We analyze and evaluate each module of our framework
against existing solutions and its ablations. We then compare our
whole system with previous image cropping methods.

4.1 Field of View Evaluation Module
To verify the effectiveness of our FOV module, we conduct an
ablation study to investigate the contribution of multiple SPP mod-
ules and the architecture of the hyper network. We utilize the
classification accuracy (i.e., 𝐴𝑐𝑐) to evaluate whether the predicted
FOV can cover the labeled best composition of the original image.
𝐴𝑐𝑐1/5, 𝐴𝑐𝑐1/10 and 𝑆𝑅𝐶𝐶 [Zeng et al. 2019] are reliable metrics to
evaluate the performance of composition view selection. We use
these metrics to evaluate the influence of the different settings of
the FOV evaluation module on the final composition selection.

4.1.1 Ablation study. First, we compare the performance when
regarding FOV evaluation as a multi-classification or a regression
task. As shown in Table 1, all variants of multi-classification achieve
better performance than that of regression. Therefore, our system
is finally not formulated in a regression style. Second, we study
the effect of formulating FOV evaluation as a 2,5,7,9,17,33, or 65-
class classification problem. From Table 1, as the number of classes
increases, the accuracy of evaluation decreases rapidly. 5-class clas-
sification achieves the best performance in 𝐴𝑐𝑐1/5 and 𝑆𝑅𝐶𝐶 metric.
We thus adopt this setting in subsequent experiments.

Third, we conduct an experiment by removing the multiple SPP
modules from the system. From Table 1, the results suggest that the
SPP module improves the performance on all metrics, proving the
effectiveness of incorporating the localization information. Finally,
we then investigate the effectiveness of the proposed hyper-network
architecture by replacing it with an alternative approach. Because
we treat FOV evaluation as a classification task, the straightforward
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Fig. 5. Example image extrapolation results, comparing three state-of-the-
art image extrapolation methods with ours. The results of existing methods
have obvious artifacts, while our method ensures that the extrapolated
content in the unknown region is realistic and semantically consistent with
the origin image.

Fig. 6. Comparison with w/o FOVE. The results of w/o FOVE contain
noticeable artifacts, which will seriously affect the subjective aesthetic.

approach is to fine-tune an existing classification network on our
dataset. We choose the ResNet-50 with SPP modules to conduct
5-class classification experiments for comparison. The results show
that our network performs better than ResNet-50 on all metrics
except for 𝐴𝑐𝑐1/10, proving the superiority of our hyper network
architecture.

4.2 Image Extrapolation Module
We compare our image extrapolation module with three state-of-the
art image extrapolation methods, including Boundless [Teterwak
et al. 2019], SpiralNet [Guo et al. 2020], and SRN [Wang et al. 2019b].
We use the source code provided by the authors to re-train their
models on the Place356-Challenge dataset [Zhou et al. 2017], and
use the best performing model for comparison. We extrapolate the
four sides of the image in equal proportions to evaluate the above
methods on the test set of Place356-Challenge dataset. Experiments

Fig. 7. Comparison with w/o VA. The results of w/o VA achieve a well-
composed composition, but it includes artifacts or blurred image parts. Our
view adjustment module can effectively improve the image quality of the
extrapolated content by moving the pre-defined candidate boxes towards
high image quality regions.

Fig. 8. Comparison with w/o Cropping. Our cropping module can success-
fully eliminate the unsatisfactory and redundant parts.

include four settings, i.e., the outermost 50%, 37.5%, 25%, and 12.5%
of the pixels in the image are masked respectively to be filled. We
use three commonly used metrics to evaluate the visual realism and
semantic consistency of the filled region, including the Structural
similarity measure (SSIM), Peak signal-to-noise ratio (PSNR), and
Frechet Inception Distance (FID).
Some visual results are shown in Fig. 5. The results of SRN

maintain semantic consistency well, but the extrapolated regions
are blurry and can be easily identified as synthesized. Since the
SpiralNet progressive extrapolates the image spirally, there are
several noticeable boundary artifacts in the extrapolated region.
The Boundless approach tends to generate visible raindrop-shape
artifacts. In contrast, our approach generates more convincing re-
sults with realistic details while maintaining semantic consistency.
The quantitative results are shown in Table 2. Due to the lim-

itation of the feature expansion module, SRN can only achieve
50% extrapolation. Therefore, we only calculate the metric of the
SRN method at the scale of 50%. The results show that our method
achieves better scores than othermethods under all experimental set-
tings. Specifically, our extrapolated images form closer distributions
to the real testing set, with FID scores achieve 44% improvement on
average at all mask scales.
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Fig. 9. Comparisons with the state-of-art methods in the validation set of GAICD. VEN [Wei et al. 2018] and VPN [Wei et al. 2018] tend to crop out the salient
objects. GAIC [Zeng et al. 2019] and WSIC [Lu et al. 2020] sometimes directly return the input image. In contrast, our method produces a visually appealing
composition by outward cropping.

Fig. 10. Comparisons with GAIC under different aspect ratios.
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Fig. 11. Comparisons with the state-of-art methods in the original images of GAICD.

Fig. 12. A user study is illustrated in the box plot, using five summaries –
minimum, first quartile, median, third quartile, and maximum. The original
images and results of eachmethod are comparedwith that of ours separately.
If the voting rate is significantly higher than 0.5, it means our method
surpasses the compared one.

4.3 Image Cropping Module
In the image cropping module, we utilize the same region feature
extraction module (ROI+ROD) as the GAIC [Zeng et al. 2019]. We
compare our cropping module against the following variants:

• w/o FOV: bypass the FOV evaluation module, i.e., directly
extrapolates image borders to the maximum value before
cropping.

• w/o VA: bypass the view adjustment module, i.e., directly
evaluate and select from the pre-defined candidate boxes.

• w/o Cropping: bypass the entire cropping module and directly
output the extrapolated image.

We evaluate the quality of tlhe extrapolated region by calculating
the 𝑃𝑆𝑁𝑅, 𝑆𝑆𝐼𝑀 , and 𝐹𝐼𝐷 between the selected view and the cor-
responding real image. The 𝐼𝑜𝑈 and 𝐵𝐷𝐸 are used as composition
aesthetic metrics to evaluate the performance of aesthetic view

selection. Note that here𝐴𝑐𝑐𝐾/𝑁 and 𝑆𝑅𝐶𝐶 are not selected, because
their values are based on the annotated scores of the pre-defined
candidate boxes instead of the modified ones generated by our
view adjustment module. In Table 3, w/o FOV performs poorly
in both composition aesthetic metrics and image quality metrics.
It proves that directly expanding image borders to the maximum
value increases the difficulty of finding a well-composed view, and at
the same time, increases the possibility that extrapolation artifacts
are included in the result. The results of our proposed method are
slightly worse than the w/o FOV evaluation on the 50% scale, be-
cause our method is affected by the accuracy of FOV evaluation (i.e.,
96.5% accuracy on the 50% scale). In contrast, w/o FOV evaluation
directly extrapolates image’s content at the maximum pre-defined
expansion ratio before cropping (the maximum expansion ratio
is 50% in our settings). w/o VA performs slightly better than our
method in composition aesthetic metrics but worse than our method
in image quality metrics. This is expected as our method tries to
strike a balance between improving composition aesthetics and
minimizing visual artifacts. In fact, we treat the latter at a higher
priority because extrapolation artifacts could significantly reduce
the realism of the output image. Such examples are shown in Fig. 6
and Fig. 7, where our method effectively filters out artifacts and
blurred image regions, resulting in an overall well-composed view
with no visual artifacts. w/o Cropping also performs worse than our
method in both composition aesthetic metrics and image quality
metrics, indicating the necessity of cropping. Fig. 8 shows that the
cropping module can successfully eliminate the unsatisfactory and
redundant region introduced by extrapolation.

4.4 Comparisons with the state-of-the-art
4.4.1 Experimental Setup. We compare our method with several
state-of-the-art image cropping methods that have source code
publicly available. For a fair comparison, we compare different
methods in two scenarios. The first one is the case that a good
composition cannot be found within the original image frame, for
which our method is mainly designed for. The second scenario is
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that a satisfactory composition view exists in the input image, which
ideally could be well handled by previous methods. For the first
scenario, we first center-crop the original images with a smaller
size (87.5%, 75%, 62.5%, and 50% resizing ratio, respectively) to
build four sub-datasets. The labeled cropping box with the highest
MOS score of the original image is used as the target view of the
corresponding sub-image. We utilize the Intersection over Union
(𝐼𝑜𝑈 ) and the Boundary Displacement Error (𝐵𝐷𝐸) as metrics to
assess the similarity between the predicted and the target views. We
also compute 𝐴𝑐𝑐𝐾/𝑁 and 𝑆𝑅𝐶𝐶 to evaluate the predicted results.
𝑆𝑅𝐶𝐶 measures the rank similarity between the annotated and
predicted scores of candidate boxes. 𝐴𝑐𝑐𝐾/𝑁 computes in average
how many of the top-K boxes predicted by the model fall into the
top-N annotated boxes as a way to evaluate whether the returned
top-K boxes are acceptable. We set 𝑁 to either 5 or 10 and set 𝐾 =
1,2,3,4 for both 𝑁 = 5 and 𝑁 = 10. More details of these metrics can
be seen in [Zeng et al. 2019].
We select the methods of A2RL [Li et al. 2018], VPN [Wei et al.

2018], VEN [Wei et al. 2018], GAIC [Zeng et al. 2019] and WSIC [Lu
et al. 2020] for comparison. Because A2RL and WSIC only produce
one predicted box and the pre-defined candidate boxes of VPN
are different from us, we only compare 𝐴𝑐𝑐1/5, 𝐴𝑐𝑐1/10 for them.
Because many candidate boxes of the original image cross the
boundary of the sub-image, finding the candidate box in the original
image that is nearest to the predicted box in the sub-image will
bring errors. 𝐴𝑐𝑐𝑘/𝑁 and 𝑆𝑅𝐶𝐶 are not utilized in the scenario 1.

4.4.2 Scenarios 1. As shown in Table 4, our method outperforms
existing methods with higher 𝐼𝑜𝑈 and lower 𝐵𝐷𝐸. When the input
image size decreases to 75%, it is difficult for A2RL, WSIC, and VPN
to obtain good values of the above metrics. The results of VEN are
with relatively low values in 𝐵𝐷𝐸 and high values in 𝐼𝑜𝑈 without
much fluctuation due to the fact that VEN tends to focus on main
objects. As the input image size further decreases, it becomes more
challenging to find an optimal composition; thus the calculated
performance of the previous methods degrades rapidly. However,
The performance degradation of our method is much slower, thanks
to its unique ability of finding a good composition outside the input
image frame. Even when the input image size becomes 50%, our
method still achieves 78% and 206% improvement than that of GAIC
in terms of the 𝐼𝑜𝑈 and 𝐵𝐷𝐸 metrics, respectively.
We additionally constructed a validation dataset, including 454

images, by manually cropping the images of the GAICD dataset
so that salient objects are close to the border of the images. Visual
comparisons on the validation dataset are shown in Fig. 9. VEN and
VPN tend to crop out the salient objects, but their global composi-
tions are not satisfactory in many cases. GAIC andWSIC sometimes
directly return the input image. A2RL slightly cuts some essential
objects, which is undesirable. Our method overall produces visually
appealing composition by outward cropping.

We conduct experiments on the validation dataset to verify which
cases are more important in practice. The result of the FOV evalua-
tion shows that the scales of 50%, 62.5%, 75%, 87.5%, and 100% are
with 0.66%, 20.93%, 38.55%, 32.92%, and 7.05% of the total images,
respectively. There are few cases when half of the image content
needs to be extrapolated . As for the cases where scales are lower

than 50%, most images are severely destroyed and even humans
could not easily recognize the original contents. Therefore, those
cases lower than 50% are ignored in this paper.

A well-designed image cropping system should be able to obtain
visually pleasing results under different aspect ratios. We compare
our method against GAIC, which employs the same pre-defined
candidate boxes as ours, under three widely used aspect ratios, i.e.,
16:9, 4:3, and 1:1. As shown in Fig. 10, our method generates more
visually pleasing compositions than GAIC by outward cropping.

4.4.3 Scenarios 2. For the second scenario, we conduct experiments
on the original images of the GAICD dataset. To avoid changing
the position of the predefined candidate box, we do not use the
view adjustment module when calculating 𝐴𝑐𝑐𝐾/𝑁 and 𝑆𝑅𝐶𝐶 . The
quantitative results are shown in Table. 5. It can be observed that
A2RL and WSIC do not perform well in terms of the 𝐴𝑐𝑐𝐾/𝑁 score.
This may be because WSIC is trained in a weakly supervised way
where the ground-truth labels are not used. A2RL is supervised by
an aesthetic classifier that cannot accurately capture the difference
between different views within one image. As shown in Fig. 11,
WSIC fails to remove unimportant elements in some cases. The
performance of the VPN is slightly worse than the VEN because
it is supervised by the VEN during training. Our method achieves
comparable results with GAIC, performing better in 𝐴𝑐𝑐𝐾/𝑁 and
𝑆𝑅𝐶𝐶 , and slightly worse in 𝐼𝑜𝑈 and 𝐵𝐷𝐸. We also conduct exper-
iments on the other public datasets. More comparison results are
shown in the supplementary material.

4.4.4 Running Speed. Our model is tested on a machine with In-
tel(R) Core(TM) i7-7800K CPU@3.50GHz, 64Gb Memory, and one
Nvidia 2080Ti GPU. We employ the frame-per-second (FPS) metric
to compute the running speed of our method. In general, our over-
all model runs about 15 FPS, wherein the FOV evaluation, image
extrapolation, and image cropping modules are with 66, 25, and 100
FPS, respectively. Replacing the image extrapolation module with a
lightweight network can further increase the running speed of our
method.

4.4.5 Discussions. It is worth noting that no adjustment is applied
in our method for the two scenarios. In practice, given an input
image, the algorithm decides on itself whether or not to cross the
original image border to find a good composition, depending on the
image content. If the algorithm decides that no expansion is needed,
it gracefully falls back to a standard inward cropping method that
achieves comparable results to the state-of-the-art.

As mentioned earlier, some previous methods use image warping
and seam caving instead of cropping to improve view composition.
In Fig 13, we visually compare our method against a warping-based
method [Liu et al. 2010] and seam carving based method [Guo et al.
2012] . The results of [Liu et al. 2010] and [Guo et al. 2012] contain
noticeable deformation, and the relative positions of the objects are
not well maintained. Our method produces more realistic results
than existing methods.

5 USER STUDY
Due to the subjective nature of image aesthetics, we design a user
study to further evaluate our method. Considering that allowing the
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Fig. 13. Comparison with other retargeting methods. The results of [Li et al.
2015; Liu et al. 2010] contain noticeable distortions.

participant to rank or score various methods will increase the diffi-
culty of the participant’s selection and thus affect the validity of the
results, we design an online questionnaire with pairwise A/B tests.
We randomly select 38 input images, including the need for inward
cropping and outward cropping, and generate 190 cropped images
by five different methods, including ours. The original images and
results of each method are compared with that of ours separately,
yielding a total of 190 image pairs. The original image is included to
evaluate whether our method improves the image composition of
the original image. The human subjects are asked to pick one that
is more visually appealing from each pair.
We recruited 121 human subjects in our university with diverse

academic backgrounds to participate in the study, including 60
males and 61 females, and their ages range from 18 to 40. Instead of
computing the average across 38 questions, we use the minimum,
first quartile, median, third quartile, and maximum values to display
the statistical distribution of each method.
The voting rate is defined as the percentage of choices that

respond to the preferred images produced by our method. For
instance, if 12 out of 20 people mark our output images as the
best one, the voting rate is 60%. We collect the voting rate of 38
questions and construct a box plot in Fig. 12. The result shows
that by effectively improving the original image composition, our
method outperforms existing methods by a large margin.

We conducted z-tests on the user study results. Compared against
the results from GAIC, VEN, VPN, WSIC, and A2RL, ours are pre-
ferred by 68.0%, 69.5%, 60.9%, 74.7%, and 75.5% of the participants,
respectively. Paired z-tests further prove ours significantly outper-
forms GAIC (𝑧 = 5.122, 𝑝 < 0.001), VEN (𝑧 = 7.951, 𝑝 < 0.001),
VPN (𝑧 = 3.810, 𝑝 < 0.001), WSIC (𝑧 = 9.239, 𝑝 < 0.001), and A2RL
(𝑧 = 10.924, 𝑝 < 0.001).

6 LIMITATION
Our method may fail to produce a satisfactory result in several
special scenarios. When the main object in the image is missing

Fig. 14. Example failure cases. Ourmethodmay fail to generate semantically
meaningful regions when the objects miss essential parts.

essential parts or global context, the image extrapolation module
may generate locally consistent but semantically wrong extrapola-
tion results. Consequently, the cropping result is not very pleasing.
Two such examples are shown in Fig. 14, where our method fails to
synthesize a realistic pole (up) and people’s legs (down). Having a
more powerful, semantic image extrapolation method would help
eliminate such artifacts, which is beyond the scope of this paper. A
possible improvement would be that the FOV evaluation could better
predict these situations and reduce the need for image extrapolation.
Our method is also limited by the cropping operation itself. When
the input image contains multiple objects that are occluding each
other, it is challenging to obtain a good composition from the given
viewpoint. Further relaxation on changing the viewpoint could give
the method more freedom to generate a good composition.

7 CONCLUSION
In this paper, we have presented a novel aesthetic-guided outward
cropping approach, which can go beyond the image border to obtain
a well-composed composition. Our method has the following major
characteristics: (1) given an image, the algorithm can determine
by itself whether to expand the current view and, if yes, by how
much; and (2) it achieves a good trade-off between composition
aesthetics and image extrapolation quality so that the final output
is both visually pleasing and artifact-free. Extensive experiment
results show that our method can generate a more visually pleasing
composition than existing image croppingmethods, especially when
the original FOV lacks an aesthetic composition.
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