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ABSTRACT

Important video processing methods such as video stabi-
lization and deblurring often do not have ground-truth data
available. This poses a great challenge in the development
and parameter tunning of such methods. Synthetic shaken
video is very useful to generate well-defined ground-truth
datasets. Existing shaking video synthesis methods simulate
shaky camera motion by performing 2D view warping using
only a single 2D video, which does not always correspond
to realistic 3D motions. In this paper, we introduce a novel
shaking video synthesis approach. The proposed framework
constructs the camera motion trajectory by making use of
human motion information that is captured in the real-world.
Moreover, we render the shaken video from man-made dy-
namic 3D scenes with detailed camera pose information. Our
novel approach provides both accurate 2D visual content and
camera motion trajectory in the 3D scene, which allows for
evaluating the visual distortion as well as the offsets of the
recovered camera trajectory. The proposed synthesis method
of shaking video will benefit and ease future research on
3D-aware video stabilization.

Index Terms— Shaking video generation, dynamic 3D, mo-
tion capture, camera trajectory, video rendering

1. INTRODUCTION

With the increasing ubiquity of digital consumer cameras in
the industry and for the general public, new requirements are
emerging in the use of the captured visual content: interactive
editing and modeling became a must for various high-quality
video applications. In this context, many post-processing al-
gorithms, such as video stabilization [1] and deblurring, have
been widely investigated as means to satisfying the require-
ments of high-quality video applications.

In addition to a number of existing video stabilization algo-
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Fig. 1. Using human motion capture dataset (the left figure)
and an expected motion path coarsely specified by the user
(the red line in the right figure), our system aims to synthe-
size a desired camera trajectory and render the corresponding
shaking/stable videos from the dynamic 3D scene.

rithms, some recent efforts have been devoted to the design
of shaking videos [2, 3, 4, 5]. The motivation behind such
methods is that a well-defined benchmark (ground-truth) is
of critical importance in this field. However, existing video
stabilization methods take a smooth 2D video as input and
generate an output video mainly by frame-level view warp-
ing. These methods lack accurate 3D information and thus
cannot yield believable 6 degrees-of-freedom (DOF) camera
motion. Although benchmarks for static 3D reconstruction
have already been introduced recently [6], there is still a lack
of stabilization datasets for dynamic 3D scenes.

This paper introduces a novel approach for the synthesis of
shaking videos. The key insight is that we synthesize a shak-
ing video from a known 3D scene rather than an existing 2D
video. In order to achieve this, we take into account both hu-
man motion capture data and accurate 3D scene modeling.
Nowadays, motion capture systems are capable to precisely
measure human motion activities with multi-modal sensors,
and they have already been widely used in commercial solu-
tions [7, 8, 9] as well as various research areas [10, 11]. By
introducing a motion capture dataset [12] into our system, we
are able to provide a 3D shaking trajectory with detailed 6
DOF that are recorded from the real-world.

We argue that the availability of accurate 3D motion trajecto-
ries does not necessarily help to generate the desired shaking
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Fig. 2. Analysis of the motion capture data obtained from [12]. The motion information is extracted from multi-modal sensors
on the human body. In our solution we mainly focus on the 6 DOF, i.e. 3 translation components (the left column) and 3
rotation components (the middle column) on the 3D world coordinates, respectively. Note that the motion information can be
considered periodic and its signal could thus be temporally extended using frequency-based reconstruction (see the spectrum

magnitude in the right column).

videos when directly warping a single 2D video. As can be
seen in Fig. 1, our system can generate a camera motion tra-
jectory according to an expected motion path coarsely speci-
fied by the user, and meanwhile the detailed 6 DOF are care-
fully preserved from the motion capture dataset. Therefore,
when rendering the output shaking video from a dynamic 3D
scene, we can obtain much more accurate visual information
than warping a 2D video.

In summary, to the best of our knowledge, we are the first to
synthesize shaking videos by taking into account both real hu-
man motion capture data as well as accurate geometric infor-
mation of the dynamic 3D scene. With different lighting and
environment conditions, we have generated various shaking
videos that match the different motion-types such as jogging,
walking, running, etc. As a result, we believe that our shak-
ing video synthesis method opens the door to better objective
evaluation of video stabilization algorithms. The proposed
framework’s flexibility and accuracy will benefit and ease fu-
ture research on 3D-aware video stabilization.

2. MOTION CAPTURE DATA BASED CAMERA
TRAJECTORY SYNTHESIS

We aim to synthesize a camera motion trajectory when using
real-world motion measurements. That is, in order to simulate
shaking video captured by a moving user in the 3D scene, it is
preferable to use real human motion-data rather than a motion
model. While it is relatively easy to obtain recorded 6 DOF
motion data, there are, however, several other issues that still
need to be addressed. First of all, the motion trajectories in the
motion capture dataset are relatively short in time. Moreover,
it is highly unlikely to find an existing path in the dataset that
directly matches the desired camera path specified by the user.

Therefore, we need to process the desired path, adding fine
details of matching motion capture data in an external dataset.
Now we describe how we synthesize the details of the motion
data and integrate it into the desired camera trajectory.

2.1. Motion Capture Data and Its Extension

The original shaking motion-data we adopted in our work is
from the human motion activity database [12], named CMU-
MMAC, which is collected by Carnegie Mellon University’s
Motion Capture Lab. The dataset was captured by a motion
capture system with multi-modal sensors including twelve in-
frared cameras, five 3-axis accelerometers and gyroscopes.
This dataset contains measurements for motion-types such as
walking, running, dancing, climbing and various other human
behaviors. In our system, the 3D translation and 3D rotation
information provided in this dataset are of critical importance
for our camera motion simulation. Fig. 2(a) and 2(b) show
such 6 DOF motion information. Notice that the translation
on the z-axis represents forward/backward motion.

Because most of the motion segments in the CMU-MMAC
dataset contain around 400 samples at 120Hz, all segments
are rather short (many of them are only 3s). Therefore, we
need to temporally-extend the data to match the relatively
long-term camera motion in our system. As shown in Fig. 2,
the CMU-MMAC motion data is characterized as periodic.
This is easy to understand. For instance, the human walk ac-
tivity itself can be regarded as periodic behavior. In this con-
text, we extract all the motion periods of the motion data, and
for each motion category we construct thousands of samples
by randomly combining those segments having different peri-
ods. It is important to notice that such data combination could
introduce gaps or errors between segments. Among them, the
most significant is the drift error, which also widely occurred



Fig. 3. We rendered various dynamic 3D scenes for shaking video synthesis. The system allows the user to flexibly configure the
scene with day/night lighting, simple/complex textures, and static/moving foreground objects according to the user’s preference.

in other 3D-oriented trajectory reconstruction problems [13].
In our system, we apply a high-pass filter, i.e. the Butterworth
Filter [14], to eliminate the drift error.

Next, we synthesize the motion data using frequency-based
techniques, and synthesize the desired camera trajectory.

2.2. Camera Trajectory Synthesis

Our purpose is to apply external motion capture data to the
camera motion in our 3D scene modeling. However, those
paths in the dataset are diverse and they may be not matched
to the specified camera trajectory. Fortunately, the motion
capture data shows strong periodic behavior. Therefore, it is
intuitive to construct Fourier-based approaches to efficiently
reuse existing signals. A similar idea using frequency-based
analysis has been applied in [2], where the authors used it to
reconstruct the parameters of a homography matrix for warp-
ing a 2D video. In our solution we employ the Inverse Dis-
crete Fourier Transform (IDFT), as it is still suitable even
when the input motion data is aperiodic. Formally, the analy-
sis function in our solution is:

ol = 7= 3 Je™ 4l M

where p[t] is the desired shaking path at a certain time in-
stance ¢, s is a scaling factor which will compensate the lost
energy, f[i] is the frequency component of sample 4, n[t] is
an additive noise component at instance ¢, and j denotes the
imaginary unit, j2 = —1.

When observing the spectrum of motion data (see one exam-
ple in Fig. 2(c)), it is easy to notice that most of the spec-
trum energy only contains few dominant frequency compo-
nents that are localized between OHz to 20Hz. This allows us
to extract the probability distribution of the spectrum by fo-
cusing on these dominant components. Thus, we obtain the
first 10 dominant frequency components by searching the lo-
cal maxima of the spectrum, and use a Gaussian distribution
function to fit the frequency, phase and intensity of every lo-
cal maximum component. Once we have estimated the mean

and variance of each Gaussian, we can reconstruct a spectrum
fé] that contains the dominant frequency components using
the following equation:

fli] = re?, )

where i = 2E . The parameters 7, 8 and F' are the intensity,
phase and fresquency factors, respectively. .Note that they are
generated by a Gaussian distribution generator based on the
real motion data. fs is the sampling frequency, and n is the
number of samples of the motion capture data.

By substituting f[i] into Eq.(1), we can compute the shaking
video trajectory in the time domain. This shaking data can
then be mapped into any arbitrary motion path. Therefore,
we take such shaking data as high-frequency information and
integrate it into the expected motion path. The generated cam-
era trajectory data is finally imported into the dynamic 3D
scene (see examples in Fig. 5). The noise component n|t],
modeled with different Signal-to-Noise Ratios (SNRs), could
be easily introduced into the synthesized trajectory data.

3. DYNAMIC 3D SCENES

The proposed shaking video synthesis framework provides a
system to model dynamic 3D scenes. The 3D render system
allows the user to flexibly configure the scene with day/night
lighting, simple/complex textures, and static/moving fore-
ground objects according to the user’s preference. Moreover,
the camera motion trajectory generated by our approach is
automatically imported into the 3D rendering engine.

The proposed shaking video rendering system also has an in-
terface for the user to assign both the degree-of-shaking and
a coarse motion path of the camera in the 3D scene. The user
can further define what type of shaking motion is required in
the output video by choosing different kinds of motion cat-
egories (walking, jogging, running, etc.) and shaking noise
distributions.
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Fig. 4. Synthesized camera trajectory using the proposed frequency-based extension. The generated camera motion trajectory
shares explicit periodic characteristic with the original motion capture data, while effectively avoiding drifting errors or gaps.
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Fig. 5. Our synthesized camera trajectories in 3D scenes.

4. EXPERIMENTS AND DISCUSSIONS

The proposed system is implemented on a Windows10 desk-
top with Intel Core 17-4790K CPU, 32GB memory and 2 Ti-
tan X graphics cards. The camera motion trajectory simula-
tion is implemented in Matlab 2017, the dynamic 3D scene
and corresponding videos are rendered by Autodesk Maya.
The system control framework as well as the communication
functions are developed in Python. Our system synthesizes
the camera trajectory with real-time interactive feedback, and
the run-time mainly depends on rendering video frames. In
general, for full HD resolution video, it takes about 1.5 sec-
onds to render each frame.

We generated various shaking and stable videos in different
3D scenes (see the supplemental demo). As shown in Fig. 3,
the proposed system provides complex lighting environments
with sunlight, reflections of the background, or moonlight at
night. The user can define a simple or complex background
for the target 3D scene. Besides, motion objects, such as
a dancing human or a moving car/bus, could be easily in-
tegrated into the synthesized video. One of the synthesized
camera trajectories is shown in Fig. 4. The generated trajec-
tory shares explicit periodic characteristic with the original
motion capture data, and it follows the motion rhythm as we
expected. Moreover, the result effectively avoids drift errors

or gaps between different periods.

When evaluating video stabilization, it is unsuitable to run
some well-studied 2D-to-3D matching (e.g. [15, 16]) or
feature-based indexing approaches (e.g. [17]). As every cap-
tured video frame is different in the dynamic 3D scene, it is
difficult to organize and retrieve the data for all point clouds
of the dynamic 3D scene. It has been pointed out that the
stabilized motion trajectory should be as close as possible to
the original camera trajectory [18]. Furthermore, when per-
forming stereo video stabilization [19], the trajectory should
be further considered. We will thus investigate the trajectory
produced by the stabilization method, and check how far is
the stabilized trajectory from the ground-truth. Our system is
also flexible to import other motion capture datasets and 3D
scenes. Moreover, the proposed framework can render videos
with some special effects. For instance, when the the point
spread function [20, 21], exposures and the noise are defined,
blurred videos could be synthesized; this allows for further
comparative evaluation of view synthesis [22, 23, 24, 25] or
deblurring algorithms [26] in 3D environments.

5. CONCLUSIONS AND FUTURE WORK

This paper presents a shaking video synthesis approach by
combining human motion capture data with man-made dy-
namic 3D scenes. The proposed framework is capable to
provide both the accurate 3D geometric information and the
shaken motion information in detail, allowing to obtain the
ground-truth motion and video pairs and enabling the com-
parative assessment of video stabilization algorithms. In the
future, we will investigate the performance of existing video
stabilization algorithms by evaluating not only the stabilized
camera trajectory but also the corresponding geometrical dis-
tortion of the 3D scene.
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